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Abstract

The last two years have seen a rapid growth in concerns around the safety
of large language models (LLMs). Researchers and practitioners have met
these concerns by introducing an abundance of new datasets for evaluating
and improving LLM safety. However, much of this work has happened in
parallel, and with very different goals in mind, ranging from the mitigation
of near-term risks around bias and toxic content generation to the assess-
ment of longer-term catastrophic risk potential. This makes it difficult for
researchers and practitioners to find the most relevant datasets for a given
use case, and to identify gaps in dataset coverage that future work may
fill. To remedy these issues, we conduct a first systematic review of open
datasets for evaluating and improving LLM safety. We review 102 datasets,
which we identified through an iterative and community-driven process
over the course of several months. We highlight patterns and trends, such
as a a trend towards fully synthetic datasets, as well as gaps in dataset
coverage, such as a clear lack of non-English datasets. We also examine
how LLM safety datasets are used in practice —in LLM release publications
and popular LLM benchmarks — finding that current evaluation practices
are highly idiosyncratic and make use of only a small fraction of available
datasets. Our contributions are based on SafetyPrompts.com, a living cat-
alogue of open datasets for LLM safety, which we commit to updating
continuously as the field of LLM safety develops.

1 Introduction

Ensuring that large language models (LLMs) are safe has become as a key priority for model
developers and regulators. Consequently, in recent years, researchers and practitioners
have created an abundance of new datasets for evaluating and improving LLM safety.
Safety, however, is a multi-faceted and contextual concept that lacks a unifying definition.
This complexity is reflected in the current landscape of safety datasets, which is broad,
diverse, and fast-moving. In just the first two months of 2024, for example, researchers
published datasets for evaluating near-term risks from LLMs, such as sociodemographic
bias (Gupta et al.}2024) and toxic content generation (Bianchi et al., 2024), as well as datasets
for evaluating long-term societal risk potential, around power-seeking (Mazeika et al., [2024)
and sycophantic behaviours (Sharma et al.,|2024). The rapid pace of dataset creation and
the variety of purposes served by different datasets make it difficult for researchers and
practitioners to find the most relevant datasets for different use cases, and to identify gaps
in dataset coverage that future work may fill.

In this paper, we address these issues by conducting a first systematic review of open
datasets for evaluating and improving LLM safety. We identify 102 datasets published
between June 2018 and February 2024 based on clear inclusion criteria (§2.I) using a com-
prehensive community-driven search method (§2.2). We examine these 102 datasets along
several key dimensions, including their purpose (§3.2), creation (§3.4), format and size
(§3.3), access and licensing (§3.6), and publication (§3.7). Key findings of our review include
that dataset creation is currently growing at an unprecedented rate, driven primarily by
academic and non-profit organisations; that there is a trend towards more specialised safety
evaluations and the use of synthetic data; and that the English language dominates the
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dataset landscape. We also review how open LLM safety datasets are used in practice — in
model release publications (§4) and popular LLM benchmarks (§5). We find that current
evaluation practices are highly idiosyncratic and leverage only a small fraction of available
datasets. In our Discussion (§6), we argue that this creates clear scope for standardisation
in LLM safety evaluations, and that evaluations in general could be improved by better
leveraging recent progress in safety dataset creation.

2 Dataset review methodology

2.1 Inclusion criteria

At a high level, we restrict our review to open datasets that are relevant to LLMs, and
specifically to evaluating and improving LLM safety.

In terms of data modality, we only include text datasets. We do not include image datasets
(e.g.|Schwemmer et al., 2020;|Zhao et al| 2021} Ricker et al.,|2022) or audio datasets (e.g.
Reimao & Tzerpos, [2019; |Koenecke et al.,|2020; Meyer et al.,2020). We also do not include
datasets targeted at multimodal models, even if one modality is text, such as in the case of
vision-language (e.g. Carlini et al., 2023;Hall et al., 2023; |Wolfe et al.,[2023) or text-to-image
models (e.g.Bianchi et al., 2023; |Parrish et al.} 2023; |Luccioni et al.,2024). We do not include
datasets targeted at code generation models (e.g.[Siddiq & Santos, 2022} [Bhatt et al., 2023).
These modalities and models constitute natural expansions for future work.

We make only minimal restrictions in terms of data format. Real-world user interactions
with LLMs usually take the form of text chat (Ouyang et al.,[2023; Zheng et al., 2024} |Zhao
et al [2024), so we are most interested in datasets that naturally fit a chat format, like
open-ended questions and instructions, but we also consider any other dataset that can
meaningfully be expressed in a prompt format. This includes multiple-choice questions or
autocomplete-style text snippets. We do not make any restrictions on language.

For data access, we only include datasets that are available for download via GitHub and/or
Hugging Face. In practice, we found that, if data is made available, it is almost always on
one or both of these platforms. We do not make restrictions based on how data is licensed.

Finally, we require that all datasets are relevant to safety. For the purposes of our review, we
adopt a wide and open definition of safety. Broadly speaking, we include datasets that relate
to representational, political or other forms of sociodemographic bias; to toxicity, malicious
instructions or harmful advice; to hazardous behaviours like sycophancy or power-seeking;
to alignment with social, moral or ethical values; or to adversarial LLM usage (e.g. red-
teaming, jailbreaking, prompt hacking). We only include datasets that explicitly focus
on (some of these aspects of) LLM safety. We do not include datasets that target general
LLM capabilities like reasoning, language understanding, or code completion (e.g. Dua
et al.,2019; Hendrycks et al.,|2020b; Chen et al,,|2021). We also do not include datasets that
target factuality in LLMs, unless they directly relate to safety, like in the case of generating
misinformation (Souly et al.,2024) or measuring truthfulness (Lin et al.|[2022).

The cutoff date for our review is March 1st, 2024. We did not include datasets that were
first published after this date.

2.2 Finding dataset candidates

We used an iterative and community-driven approach combined with snowball search to
identify dataset candidates for inclusion in our review. In January 2024, we released a first
version of SafetyPrompts.com, with an initial list of datasets that we had compiled in a
heuristic fashion based on prior work and our knowledge of the LLM safety field. Over the
next two months, we marketed the website to the LLM safety community on Twitter and
Reddit, to solicit feedback and further dataset suggestions. This resulted in 77 datasets. We
then used these 77 datasets as a starting point for snowball search, wherein we reviewed
each publication corresponding to each dataset for references to other potentially relevant
datasets. Whenever we identified a new dataset, we repeated this process. This resulted in
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35 additional datasets. Overall, our review includes 102 open datasets for evaluating and
improving LLM safety, which were published between June 2018 and February 2024.

We opted for our review method because of two main reasons. First, LLM safety is a very fast-
moving field with contributions from across academia and industry. By sharing intermittent
results of our review on SafetyPrompts.com, we were able to solicit feedback from a broad
range of stakeholders and expand the scope of our review, while also providing a useful
resource to the community well ahead of the release of this paper. Second, traditional
systematic review methods like keyword search are ill-suited to the scope of our review.
Combinations of relevant keywords like “language model”, “safety” and “dataset” return
thousands of results on Google Scholar and similar platforms — and still fail to capture the
many types of datasets that may not mention “safety” but still are highly relevant to it, like
toxic conversation datasets or bias evaluations. Despite our best efforts, it is likely that
our review is missing at least some relevant datasets. We are committed to adding these
datasets, along with future relevant dataset releases, to SafetyPrompts.com.

2.3 Recording structured information

For each of the 102 datasets in our review, we recorded 23 pieces of structured information.
At a high level, our goal was to capture the full development pipeline of each dataset: from
how the dataset was created, to what it looks like, what it can or should be used for, how it
can be accessed, and where it was published. We show the full codebook in Appendix
which describes the structure and content of our main review spreadsheet. We make
the spreadsheet available along with code to reproduce our analyses at|github.com/paul;
rottger/safetyprompts-paper.

3 Dataset review findings

3.1 History and growth of open datasets for LLM safety

Our review shows that LLM safety builds on a rich history of research into risks and
biases of language models. The first datasets in our review were published in 2018, and
focus on evaluating gender bias — originally for co-reference resolution systems, but equally
applicable to current LLMs (Zhao et al,[2018; Rudinger et al.,[2018). These datasets, in turn,
build on earlier works on biases in word embeddings (e.g.Bolukbasi et al., 2016; |Caliskan
et al., 2017; Garg et al., 2018)), which fall outside the scope of our review (, but illustrate
that concerns around the negative social impacts of language models are far from new.
Similarly, Dinan et al.[{(2019) and [Rashkin et al.|(2019), among others, introduced datasets for
evaluating and improving the safety of dialogue agents well before the current generative
LLM paradigm. By today’s standards, however, interest in safety was relatively low at the
time, with only 9 out of the 102 datasets in our review (8.9%) published in or before 2020.

We find that LLM safety experienced a first moderate growth phase in 2021 and 2022
(Figure[I). These two years, respectively, saw the publication of 15 and 16 open LLM safety
datasets. This coincides with increased interest in generative language models, particularly
among researchers, following the release of GPT-3 in mid-2020 (Brown et al., 2020).

Finally, our review confirms that research into LLM safety is currently experiencing
unprecedented growth. 47 out of the 102 datasets in our review (46.1%) were published in
2023. This coincides with a surge in public interest in LLMs as well as concerns around LLM
safety following the release of ChatGPT in November 2022. With 15 datasets published in
just the first two months of 2024 —i.e. up to our review cutoff of March 1st, 2024 - it is likely
that more open LLM safety datasets will be published in 2024 than ever before.

3.2 Intended use and purpose of datasets

In our review, we differentiate between five high-level dataset purposes: Broad safety (n=33)
denotes datasets that cover several aspects of LLM safety. This includes structured evalua-
tion datasets like SafetyKit (Dinan et al.,[2022) or SimpleSafetyTests (Vidgen et al., 2023) as
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well as broad-scope red-teaming datasets like BAD (Xu et al., 2021) or AnthropicRedTeam
(Ganguli et al.}[2022). Narrow safety (n=18), conversely, denotes datasets that focus only on
one specific aspect of LLM safety. SafeText (Levy et al., 2022), for example, focuses only on
commonsense physical safety, while SycophancyEval (Sharma et al., 2024) focuses on syco-
phantic behaviour. Value alignment (n=17) refers to datasets that are concerned with the
ethical, moral or social behaviour of LLMSs. This includes datasets that seek to evaluate LLM
understanding of ethical norms, like Scruples (Lourie et al}[2021) and ETHICS (Hendrycks
et al.,2020a), as well as opinion surveys like GlobalOpinionQA (Durmus et al., 2023). Bias
(n=26) refers to datasets for evaluating sociodemographic biases in LLMs. BOLD (Dhamala
et al.,2021), for example, evaluates bias in text completions, whereas DiscrimEval (Tamkin
et al., 2023) evaluates biases in situated LLM decision-making. Other (n=8), in our review,
includes datasets for developing LLM chat moderation systems, like FairPrism (Fleisig et al.,
2023) and ToxicChat (Lin et al., [2023), as well as collections of specialised prompts from
public prompt hacking competitions, like Gandalf (LakeraAl, 2023a), Mosscap (LakeraAl,
2023b) or HackAPrompt (Schulhotft et al.,2023).

Figure|l|shows that early safety datasets were primarily concerned with evaluating biases.
13 out of 24 datasets (54.2%) published between 2018 and 2021 were created to identify and
analyse sociodemographic biases in language models. 12 of these datasets evaluate gender
biases, either exclusively (e.g.[Nozza et al.,[2021) or along with other categories of bias such
as race and sexual orientation (e.g.|Sheng et al.,[2019).

Broad safety emerged as a prominent theme in 2022, driven by industry contributions.
Anthropic, for example, released two broad-scope red-teaming datasets (Ganguli et al.,
2022; [Bai et al., 2022a), while Meta published datasets on positive LLM conversations
(Ung et al., 2022) and general safety evaluation (Dinan et al.,|2022). More recently, broad
safety has shifted towards more structured evaluation, as exemplified by benchmarks like
DecodingTrust (Wang et al., 2024) or HarmBench (Mazeika et al., 2024).

Our findings also suggest there is now a trend towards more specialised safety evaluations.
Narrow safety evaluations did not emerge until 2022, but now make up a significant portion
of all new datasets. In the first two months of 2024 alone, 6 of 15 datasets in our review
(40.0%) were concerned with specific aspects of LLM safety, like rule-following (Mu et al.,
2024) or privacy-reasoning ability (Mireshghallah et al., 2024).

2018 4 2 Dataset purpose
2019 3 broad safety bias
narrow safety other
2020 4 value alignment
2021 A 15
2022 4 16
2023 1 47
2024 | 15
0 10 20 30 40
£ DecodingTrust (Wang et al.,2024) evaluates LLM safety across 8 “perspectives”
é ConfAlde (Mireshghallah et al.,[2024) evaluates the privacy-reasoning capabilities of LLMs
E MoralChoice (Scherrer et al.,[2023) evaluates moral beliefs encoded in LLMs
g BBQ (Parrish et al.,|2022) evaluates social biases of LLMs in question answering
i ToxicChat (Lin et al.,2023) trains and evaluates content moderation systems for LLMs

Figure 1: (top) Number of datasets published per year, grouped by their primary purpose.
In total, our review includes 102 datasets published between June 2018 and February 2024.
(bottom) Example datasets for each type of dataset purpose. See §3.2]for details.
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Finally, we find that most datasets are intended for model evaluation only. 80 out of the 102
datasets in our review (78.4%) were explicitly created for benchmarking or evaluation, rather
than model training. Only 4 datasets (3.9%), by contrast, comprise examples of positive
interactions between users and LLMs, created specifically for model training (Rashkin et al.,
2019;|Ung et al} [2022; [Kim et al., 2022; |Bianchi et al., 2024).

3.3 Dataset format and size

We find that the format of LLM safety datasets has changed alongside general trends
in LLM development. Early datasets, especially those created for bias evaluation, often
used autocomplete-style formats (n=8), where models are tasked to either fill a masked
word or finish a sentence snippet (e.g. Sheng et al.,2019;|Gehman et al., 2020; Kirk et al.,
2021). Such formats, which are most compatible with early LLMs like BERT or GPT-2, have
since been replaced by chat-style prompts and conversations (n=58) as well as promptable
multiple-choice questions (n=14), which better suit current generative LLMs.

Dataset size varies substantially across the 102 datasets in our review, but there is no clear
pattern of different sizes corresponding to different dataset characteristics, like dataset
purpose or creation. The smallest dataset, Controversiallnstructions by |Bianchi et al.|(2024),
comprises 40 author-written prompts instructing LLMs to generate hate speech. The largest
dataset, HackAPrompt by |Schulhotff et al.| (2023), contains 601,757 human-written prompts
recorded as part of a public prompt hacking competition.

3.4 Dataset creation

We find that the use of templates is a consistently popular method for generating safety
evaluation data. 17 out of the 102 datasets in our review (16.7%) consist of human-written
phrase or prompt templates, which are expanded through combination into larger evaluation
datasets. HolisticBias (Smith et al., 2022), for example, comprises 26 sentence templates
(e.g. “I am an [attributel] who is [attribute2].”), which are combined with around 600
individual descriptor terms to create 459,758 test cases. Generally, template approaches
are most popular for bias evaluation — 13 out of 26 bias evaluation datasets in our review
use a template approach — but recent work has also used templates for evaluating LLM
safety more generally (Wang et al.,2024) or in relation to specific concerns such as privacy
reasoning (Mireshghallah et al.|[2024).

We also find that a significant portion of recently-released datasets is fully synthetic.
Earlier safety datasets collected human-written prompts (e.g. Dinan et al.,2019;/Cercas Curry
et al} 2021} Xu et al., 2021)), but 2023 saw the release of the first datasets with fully model-
generated prompts. 12 out of the 47 datasets released in 2023 consist of prompts, sentences,
or multiple-choice questions generated entirely by LLMs — most commonly by some variant
of GPT-3.5. |Shaikh et al,| (2023), for example, prompt GPT-3.5 to generate 200 harmful
questions, which they use to explore safety in chain-of-thought question answering.

Relatedly, instead of relying on static templates for data creation, multiple recent datasets
are more flexibly augmented using LLMs. [Bhatt et al.|(2023), for instance, expand a small
expert-written set of cyberattack instructions into a larger set of 1,000 prompts using Llama-
70b-chat (Touvron et al.,[2023a). [Wang et al.| (2024) take a similar approach to build their
large-scale Decoding Trust benchmark.

Finally, we observe that there is a trend towards small hand-written prompt datasets for
model evaluation. 11 out of the 102 datasets in our review (10.8%) were written by the
authors of the corresponding dataset publication. Typically, these datasets comprise just a
few hundred prompts and target specific model behaviours like rule-following (Mu et al.,
2024) or exaggerated safety (Rottger et al., [2023), which require careful prompt construction.

3.5 Dataset languages

We find that the vast majority of open LLM safety datasets use English language only.
88 out of the 102 datasets in our review (86.3%) contain only English language entries.
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Six datasets (5.9%) focus exclusively on Chinese (e.g.Zhou et al., 2022; Xu et al., 2023;|Zhao
et al, [2023). One dataset (Névéol et al [2022) measures social bias in French language
models. The seven other datasets (10.8%) cover English along with one or more other
languages. |Pikuliak et al.|(2023) cover the largest variety of ten languages. In total, the 102
datasets in our review span only 19 different languages.

3.6 Data access and licensing

We find that GitHub is the most popular platform for sharing open LLM safety data. Only
8 out of the 102 datasets in our review (7.8%) are not shared on GitHub. These 8 datasets are
available on Hugging Face. 35 datasets (34.3%) are available on both GitHub and Hugging
Face. Despite the growing popularity of Hugging Face, we do not find a clear trend towards
a higher proportion of LLM safety datasets being available on Hugging Face.

We also find that, when data is shared, usage licenses are mostly permissive. The most
common license is the very permissive MIT License, which is used for 40 out of 102 datasets
(39.2%). 14 datasets (13.7%) use the Apache 2.0 License, which provides additional patent
protections. 27 datatsets (26.5%) use variants of a Creative Commons BY 4.0 License, which
requires dataset users to provide appropriate credit and indicate if changes were made to
the dataset. 5 datasets (4.9%) prohibit commercial usage with a CC BY-NC License. Only
two datasets (2.0%) use a more restrictive custom license. As of March 25th, 2024, 19 datasets
(18.6%) do not specify any licenseﬂ

3.7 Dataset publication authors and venues

We find that academic and non-profit organisations drive most of the creation and publi-
cation of open LLM safety datasets. For 51 out of the 102 datasets in our review (50.0%),
all authors of the corresponding publication were affiliated only with academic or non-
profit organisations. 27 datasets (26.5%) were published by teams spanning industry and
academia. Only 24 datasets (23.5%) were published by fully industry teams.

We also find that the creation of LLM safety datasets is concentrated in few research
hubs (Table[I). There are 90 unique affiliations across the authors of the 102 datasets in
our review. 52 affiliations (57.8%) are associated with just a single dataset. The five most
prolific organisations, on the other hand, are each associated with 10 or 11 datasets. All of
the twenty most prolific organisations are located and/or headquartered in the US, with the
exception of Bocconi University (Italy, n=10), Alibaba (China, n=3), and the University of
Cambridge (UK, n=3).

Academic / Non-Profit Org. n Industry Org. n
1 UC Berkeley 11 1 Meta* (prev. Facebook) 11
1  Stanford University 11 2 Anthropic 9
3  Allen AI 10 3 Microsoft* (incl. Research) 6
3  Bocconi University 10 3  Google* (incl. DeepMind) 6
5  University of Washington 9 5  Alibaba 3

Table 1: Organisations that published the most open LLM safety datasets, among the 102
datasets in our review. For each dataset, we count all affiliations for all co-authors. UCB at
n=11, for example, means that 11 datasets had an author affiliated with UCB.

Finally, we find that the largest share of LLM safety datasets so far has appeared at ACL*
conferences. 45 out of the 102 datasets in our review (44.1%) were published at either ACL
(n=20), EMNLP (n=20), NAACL (n=4), or AACL (n=1). 20 datasets (19.6%) were published
at ICLR (n=10), NeurIPS (n=7), or ICML (n=3). Only 4 datasets (3.9%) were published at
other venues. Notably, none of the datasets appeared in journal publications. 29 datasets

'While conducting our review, we reached out to authors of all datasets that had not specified a
license and encouraged them to add one. At least five authors added a license as a result.
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(28.4%), on the other hand, were accompanied only by arXiv preprints, and 4 (3.9%) only by
blog posts, meaning they did not receive traditional peer review. Generally, we observe a
slight trend away from ACL* conferences and towards more ML-focused venues as well as
arXiv-only publication, although this could in part be explained by recent arXiv preprints
still being under review at forthcoming conferences.

4 Open LLM safety datasets used in model release publications

In the following, we briefly examine how open LLM safety datasets are used in practice. In
particular, we examine in this section (§4) which safety datasets are used to evaluate current
state-of-the-art LLMs ahead of their release, as documented in model release publications.
In the next section (§5), we then examine which safety datasets are included in popular LLM
benchmark suites and leaderboards. This is to characterise current norms and common
practices in evaluating LLM safety, so that we can then discuss, in §6] these norms and
practices in relation to the findings of our dataset review (§3).

4.1 Scope of our model release publication review

We include the top 50 best-performing LLMs listed on the LMSYS Chatbot Arena Leader-
board as of March 12th, 2024, in our reviewE] The LMSYS leaderboard is a crowdsourced
platform for LLM evaluation, which ranks models based on model Elo scores calculated
from over 400,000 pairwise human preference votes. We use the LMSYS leaderboard because
it is very popular in the LLM community, and it has up-to-date coverage of recent model
releases from both industry and academia.

The top 50 entries on the LMSYS leaderboard correspond to 31 unique model releasesE] Of
these 31 models, 11 (35.5%) are proprietary models only accessible via an APIL These are
models released by OpenAl (GPT), Google (Gemini), Anthropic (Claude), Perplexity (pplx),
and Mistral (Next, Medium, and Large). The other 20 models (64.5%) are open models
accessible via Hugging Face. Proprietary models generally outrank open models on the
leaderboard, with Qwen1.5-72b-chat being the best open model at rank 10. 26 out of the
31 models (83.9%) were released by industry labs, while the rest were created either by
academic or non-profit organisations. All 31 models were released in 2023 or 2024.

4.2 Findings of our model release publication review

We find that the majority of state-of-the-art LLMs are evaluated for safety ahead of their
release, although the extent and nature of safety evaluation varies. 24 out of the 31 models
(77.4%) report safety evaluations in their release publications. 21 models (67.7%) report
results on at least one open LLM safety dataset. Guanaco (Dettmers et al.,2024), for example,
was evaluated on a single open LLM safety dataset (CrowS-Pairs by |[Nangia et al.,[2020).
Llama2 (Touvron et al., 2023b), by contrast, was evaluated on five different open LLM safety
datasets. 7 out of the 31 models, on the other hand, do not report any safety evaluations.
This includes 5 open models from academia and industry, such as Starling (Zhu et al., 2023)
and WizardLM (Xu et al., 2024), as well as the proprietary Mistral Medium and Next models.

We also find that proprietary data plays a large role in model release safety evaluations.
Out of the 24 model releases that report safety evaluation results, 13 (54.2%) use undisclosed
proprietary data for evaluating model safety. Three of these releases — Gemini (Anil et al.,
2023), Qwen (Bai et al., 2022b), and Mistral-7B (Jiang et al.,[2023) — report results only on
proprietary safety datasets.

Finally, we find that the diversity of open LLM safety datasets used in model release
evaluations is very limited. A total of only 12 open LLM safety datasets are used across
the 31 model releases, and 7 of these 12 datasets are used only once. Table 2| shows the 5
datasets that are used more than once. Notably, Truthful QA (Lin et al., [2022) is used in

2huggingface.co /spaces/Imsys/chatbot-arena-leaderboard
3 A model release may comprise multiple model versions, such as GPT-4-0314 and GPT-4-0613.
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16 out of the 24 model releases that report any safety evaluation results (66.7%). All other
datasets are used in at most 5 model release publications.

Dataset Purpose n
Truthful QA (Lin et al.:2022) evaluate tendency to mimic human falsehoods 16
BBQ (Parrish et al.,2022) evaluate social bias in question answering 5
AnthropicRedTeam (Ganguli et al.,|2022)  evaluate responses to diverse red-team attacks 4
ToxiGen (Hartvigsen et al.,[2022) evaluate toxicity in text completions 3
BOLD (Dhamala et al.,[2021) evaluate social bias in text completions 3

Table 2: Most popular open LLM safety datasets, based on how often release publications
for state-of-the-art LLMSs reported results on each dataset. BBQ at n=5, for example, means
that 5 out of 31 model release publications reviewed in §4.2|reported results on BBQ.

5 Open LLM safety datasets used in popular benchmarks

5.1 Scope of our benchmark review

We examine 5 widely-used general-purpose benchmarking suites: Stanford’s HELM Classic
(Liang et al., 2023) and Helm Instruct (Zhang et al., 2024), Hugging Face’s Open LLM
Leaderboard (Beeching et al.,2023), Eleuther Al's Evaluation Harness (Gao et al.,2021), and
BIG-Bench (Srivastava et al.,[2023). We also examine 2 benchmarks focused primarily on

LLM safety: TrustLLM (Sun et al,|2024) and the LLM Safety Leaderboardﬁ

5.2 Findings of our benchmark review

We observe that there are large differences in how different benchmarks evaluate LLM
safety. A total of 20 open LLM safety datasets are used across the 7 benchmarks. 14 of these
datasets are used in just one benchmark. TrustLLM (Sun et al., 2024), for example, uses 8
open LLM safety datasets, of which 6 are not used in any other benchmark. The only open
LLM safety datasets that are used in more than 2 benchmarks are Truthful QA (Lin et al.,
2022), which is used in 5 benchmarks, as well as RealToxicityPrompts (Gehman et al., 2020)
and ETHICS (Hendrycks et al.|[2020a), which are both used in 3 benchmarks.

We also note that there is currently no LLM safety benchmark with a truly comprehensive
scope. The LLM Safety Leaderboard, based on DecodingTrust (Wang et al., 2024), has the
broadest scope relevant to safety among the 7 benchmarks we reviewed. However, it does
not, for example, test for exaggerated safety, as TrustLLM does (Sun et al.,2024), or test for

catastrophic risk potential, as the Evaluation Harness does (Gao et al.,[2021 )E]

6 Discussion

Overall, our review shows that growing interest in LLM safety is driving the creation
of more and more diverse open LLM safety datasets. More datasets were published in
2023 than ever before, and it is likely that this trend will continue in the current year (§3.1).
Existing datasets span varied purposes (§3.2) and formats (§3.3), which have adapted over
time to meet the needs and requirements of LLM users and developers. Researchers and
practitioners are making creative use of new methods for dataset creation (§3.4), and when
data is shared, usage licenses are mostly permissive (§3.6). These are encouraging signs for
the health of the open LLM safety community and its ability to address emerging challenges
and fill gaps in dataset coverage as they become apparent.

*huggingface.co/spaces/ Al-Secure/llm-trustworthy-leaderboard, based on [Wang et al{(2024).
SNote that parts of the DecodingTrust dataset were incorporated into HELM in a recent update:
github.com/stanford-crfm/helm/tree/main/src/helm/benchmark/scenarios
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Among these gaps, the most apparent today is that there is a clear lack of datasets in non-
English languages. We found that English dominates the current safety dataset landscape
(§3.5), mirroring long-standing trends in NLP research (Bender, 2011} [Joshi et al., 2020;
Holtermann et al., 2024). To some extent, this language imbalance reflects an imbalance in
who is publishing safety datasets (§3.7). Both imbalances could be remedied by non-US
institutions leading the creation of datasets in their local languages.

Our analysis of how open LLM safety datasets are used in practice, shows that there is clear
scope for standardisation in LLM safety evaluations. Evaluating safety is a key priority for
model developers and users, as evidenced by the inclusion of safety evaluations in model
release publications (§4) and popular LLM benchmarks (§5). However, the methods that
have been used for evaluating safety so far are highly idiosyncratic. Specifically, we found
that most model release publications and benchmarks make use of very different datasets.
For commercial model releases, these datasets are often proprietary and undisclosed, More
standardised open evaluations would enable more meaningful model comparisons and
incentivise the development of safer LLMs.

A key challenge for standardisation is justifying which evaluations constitute an adequate
standard. In this paper, we refrained from making quality judgments about the datasets
we reviewed, mainly because different datasets serve different purposes, so that their
utility is highly context dependent. However, our review of benchmarks and model release
publications shows that current safety evaluation practices do not fully leverage recent
progress in safety dataset creation. The most popular open datasets for evaluating safety in
model release publications, for example, are all from 2021 or 2022 (Table2), despite more
than half of the datasets in our review being published in or after 2023. Prior publication
date is not a sign of lacking quality, but due to the rapid development of the field, older
autocomplete-style datasets like BOLD (Dhamala et al,[2021) or ToxiGen (Hartvigsen et al.,
2022) no longer reflect real-world usage of current-generation LLMs (Ouyang et al., 2023;
Zheng et al| 2024;|Zhao et al.,[2024). We hope that by highlighting the diversity of open
LLM datasets available today, our review can provide a starting point for updating and
improving prevailing evaluation practices.

7 Conclusion

In recent years, researchers and practitioners have sought to meet concerns around the safety
of large language models by creating an abundance of new datasets for evaluating and im-
proving LLM safety. The rapid pace of dataset creation and the variety of purposes served by
different datasets make it difficult for researchers and practitioners to find the most relevant
datasets for different use cases, and to identify gaps in dataset coverage that future work
may fill. In this paper, we addressed these issues by conducting a first systematic review
of open LLM safety datasets. We identified 102 datasets published between June 2018 and
February 2024 based on clear inclusion criteria (§2.1) using a comprehensive search method
(§2.2). We examined these datasets along several key dimensions, including their purpose
(, creation (§3.4), format and size (§3.3), access and licensing (§3.6), and publication
(§3.7). Key findings of our review include that dataset creation is currently growing at an
unprecedented rate, driven primarily by academic and non-profit organisations; that there
is a trend towards more specialised safety evaluations and the use of synthetic data; and that
the English language dominates the dataset landscape. We also reviewed how open LLM
safety datasets are used in practice — in model release publications (§4) and popular LLM
benchmarks (§5) — finding that current evaluation practices are highly idiosyncratic and
leverage only a small fraction of available datasets. In our Discussion (, we argued that
this creates clear scope for standardisation in LLM safety evaluations, and that evaluations
in general could be improved by better leveraging recent progress in safety dataset creation.
Overall, we hope that our review, along with the living dataset catalogue we make available
on SafetyPrompts.com, can help researchers and practitioners make the best use of existing
datasets, and provide a strong foundation for future dataset development.
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A Review code book

See Table B]below.
purpose: what can I use this dataset for?
_type High-level type of purpose / single choice: [broad safety, narrow
general area of application safety, bias, value alignment, other]
_tags Additional tags to specify purpose comma-separated list of text tags
_stated Exact purpose as stated by authors free text
_llmdev Intended use of the dataset within the  single choice: [eval only, train and eval,
LLM development pipeline train only, other]
entries: what do entries in this dataset look like?
_type High-level type of entry / format single choice: [chat, multiple choice, au-
tocomplete, other]
_languages Languages in the dataset comma-separated list of language names
n Number of entries integer
_unit Unit of entries (e.g. conversation) free text
_detail Additional detail on entry format free text

creation: who created this dataset / where is it sampled from?

_creator_type Type of creator, i.e. who or what cre- single choice: [human, machine, hybrid]
ated the data

_source_type  Type of data source, i.e. where the single choice: [original, sampled, mixed]
data is taken from

_detail Additional detail on creator/source free text

access: where can I download this dataset, and how is it licensed?

giturl GitHub repo URL URL
_hf_url Hugging Face dataset URL URL
_license Dataset license free text

publication: when, where, and by whom was this dataset published?

_date Publication date (most recent version) dd-mmm-yyyy

_affils Author affiliations comma-separated list of institutions

_sector Sector from which the publication single choice: [academia, industry,
originated mixed]

_name Publication name / reference free text

_venue Publication venue free text

_url Publication URL URL

other: what is worth noting beyond the scope of this review?

_notes Additional notes free text

_date_added Date on which the dataset was added ~dd-mmm-yyyy
to SafetyPrompts.com

Table 3: Codebook for our main review spreadsheet. For each of the 102 datasets included
in our review, we recorded 23 pieces of structured information.
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