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Abstract
Modern social media have been long observed as a mirror for public discourse and opinions. Especially in the face of
exceptional events, computational language tools are valuable for understanding public sentiment and reacting quickly.
During the 2019 coronavirus pandemic, the ltalian government issued a series of financial measures, each unique in
target, requirements, and benefits. However, despite the many recipients, how such measures were perceived and
whether they eventually hit their goal have yet to be understood. In this resource paper, we document the collection
and release of MoNICA, a new social media dataset for MONItoring Coverage, Attitudes, and accessibility to such
measures. Data include approximately ten thousand posts discussing a variety of measures in ten months. For each
post, we collected annotations for sentiment, emotion, and contextual aspects. We conducted an extensive analysis
using computational models to learn these aspects from text. We release a compliant version of the dataset to foster

future research on computational approaches for understanding public opinion about government measures.

1. Introduction

Understanding public opinion on governmental de-
cisions has always been crucial for assessing poli-
cies’ effectiveness, especially when facing excep-
tional events requiring prompt decisions. Computa-
tional linguistics and social scientists have long ob-
served modern social media platforms as they are
a perfect stage for spreading opinions swiftly and
transparently. Natural Language Processing (NLP)
techniques have been widely used for analyzing
public discussion (Medhat et al., 2014; Giachanou
and Crestani, 2016; Qian et al., 2022, inter alia).

The COVID-19 pandemic has arguably been the
most prominent of such exceptional events. In
response to the COVID-19 crisis, the ltalian gov-
ernment (and other European governments) re-
leased multiple financial measures aiming to cush-
jon the impacts on the population. These so-called
“bonuses,” issued pro bono, i.e., with no interest pay-
ments from recipients, aimed at increasing liquidity
and reducing tax burdens. However, despite reach-
ing varied recipients, comprehending the measures’
reception and evaluating their effectiveness still
needs to be explored.

To address this gap, we collect and release Mon-
ICA, a new social media dataset for MONItoring
Coverage, Attitudes, and accessibility to govern-
ment measures. MoNICA comprises approximately
10,000 posts spanning ten months collected on
X.com.! These posts pertain to the Italian public’s
discussions on diverse financial measures intro-
duced during the pandemic.? Drawing upon a long
literature on assessing the public sentiment during
the pandemic (Mdiller et al., 2023; Chen et al., 2020;
Kaur et al., 2020; Scott et al., 2021; Wang et al.,
2020, inter alia), this work provides new insight in
an otherwise sparse landscape of works on ltaly

Previously known as Twitter. We will refer to it as X.
2Data and code will be released upon acceptance.

specific.3

This paper details the dataset’s collection and re-
lease, discussing the annotations associated with
each post, including sentiment, emotion, and dis-
cussion topics. We enrich each post with auto-
matically inferred socio-demographics, including
location, gender, age, and education level. We
also conduct an extensive analysis using compu-
tational models to model and discern these as-
pects from textual data, demonstrating the dataset’s
potential usability. Our experiments have shown
that transformer-based language models outper-
form other models across various classification
tasks. Moreover, using state-of-the-art interpretabil-
ity tools, we explained the models’ decision pro-
cesses. We found that explanations are faithful
and plausible to human judgments.

MonICA will allow a retrospective examination
of the efficacy — and inefficacy — of governmental
measures implemented in ltaly during the COVID-
19 pandemic, as perceived by the population. By
focusing on the coverage and reach of those mea-
sures, the attitudes of the Italian population strati-
fied by different demographic factors, and the ac-
cessibility of relevant information, MonNICA will offer
new perspectives and actionable insights for poli-
cymakers.

Contributions. We release MonICA, a GDPR-
compliant dataset of posts to monitor the cover-
age, accessibility, and the people’s attitude towards
Italy’s government’s financial aid to combat the
COVID-19 crisis. We collect annotations of sev-
eral aspects to allow for a finer-grained analysis, of
which we provide a first example using state-of-the-
art NLP and interpretability tools.

3See De Rosis et al. (2021) for one of the early (and
few) works on modeling sentiment from Twitter during
the COVID-19 outbreak.



2. MonNICA

To build a comprehensive resource, reflecting mul-
tiple facets of the phenomenon and usable for fu-
ture policymakers, we prioritized 1) topic and time
coverage in our collection process (§2.1), and 2)
relevance refinement and data annotation to enrich
the initial pool with additional metadata (§2.2).

2.1.

We collected approximately 200,000 posts from
X in late 2022.4 Each post is in Italian (per the
platform-retrieved metadata), is not a repost, and
is dated between March 1, 2021, and December
31, 2021, and selected via hard keyword match-
ing. We choose search keywords and phrases that
match the informal name of any of the measures —
e.g., “bonus bicicletta” (eng: bike bonus) or “bonus
babysitting.” — and download all matching posts.
We selected such keywords via authors’ judgment®
and via lookup on national entities websites.® We
will disclose the complete list of search queries in
supplementary material.

To improve the initial pool quality, we removed
duplicates (n=6543). Moreover, after manually in-
specting the pool, we discarded posts related to
the keywords “decreti” (eng: decree) and “credito
d’imposta” (eng: tax credit) as they mainly pulled
unrelated or too generic posts. The resulting collec-
tion counts approximately 100,000 posts relative to
12 different queries.

Data Collection

2.2. Data Annotation

To balance annotation quantity and quality, we de-
cided to collect annotations for 10%

Three student research assistants were hired
full-time to work on the project and conduct the
annotation. We provided each annotator with an
initial set of annotation guidelines. We organized
initial meetings to familiarize them with the task and
refine the guidelines.

A critical issue with our initial pool was the pres-
ence of news posts, most frequently by media agen-
cies and newspaper accounts. However, these
posts are irrelevant to our goal of monitoring public
perception of bonuses. Following previous work
(Scott et al., 2021), we conducted a first round of an-
notation for relevance. We held round-table meet-

*We used the proprietary historical API, using an aca-
demic type of subscription.

5At least one of the authors is ltalian and has lived in
Italy in the period 2019-2022.

Shttps://www.inps.it/it/
it/inps—comunica/notizie/
dettaglio—news—-page.news.2020.10.

misure-covid-19-i-dati-al-10-ottobre-2020.

html

Neutral Positive

14% 8%

Negative
78%

Table 1: Sentiment in MoNICA.

Anger Sadness Irony Joy Disgust Fear
61.8% 15.6% 121% 5.4% 3.0% 2.1%

Table 2: Emotion in MoNICA.

ings to settle on a shared definition of relevance;
then, we assigned 200 posts to each annotator and
requested to choose whether each was relevant.
Next, we trained a supervised classifier to detect
relevance and used it to select 10,400 additional
posts from 7238 unique users.”

Annotation was conducted in three iterations.
In the first two, we tasked annotators to anno-
tate a shared set of 200 posts to improve agree-
ment and tune annotation guidelines. Then,
we assigned each annotator 3,333 posts, non-
overlapping among them.® The final set comprises
9,763 posts with one annotation each.®

In supplementary materials, we will report full
details on the annotation process — e.g., pay rates,
guidelines, classifier performance, annotation plat-
form, and agreement.

Annotation Fields. Each post was annotated for
(1) subjectivity, (2) sentiment, (3) topic, and (4)
emotion. Moreover, we asked annotators to flag
posts that (5) required the use of context (e.g., the
conversation history or media) to annotate the sen-
timent and to highlight the (6) span(s) of text that
motivated their sentiment annotation. (1), (2), (3),
and (4) will serve to map the public opinion on the
studied measures. (5) will help us quantify the im-
portance of the context, and (6) will allow us to
verify whether NLP models detect sentiment like a
human would (§5).

General Statistics. Posts are of moderate length.
Removing stopwords and splitting them into white
spaces, the average length is 17 words. The most
frequently occurring terms within the dataset are
“bonus”, “bonus600euro,” and “vacanze” (eng: holi-
days). Table 1 and Table 2 report the distribution
of sentiment and emotions over the possible op-
tions. Interestingly, both sentiment and emotion

"We selected posts with a relevance score above
0.95, stratifying on the publication month, user ID, and
matching search query to preserve variety in the data.

80ther than the post text, we let annotators view the
publication date, at most two antecedent posts in the
conversation tree, and any multimedia content if present.

*We will publicly release the 10,000 dehydrated posts
and the hydrated deanonymized dataset upon request.
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Topics Proportion
Requesting a bonus 10.9%
Asking for information 9.8%
Obtained a bonus 25%
Not obtained a bonus 1.3%
Struggling to obtain a bonus 8.6%
Struggling to benefit from a bonus 1.3%
Is interested in a bonus 13.8%
Does not have the requisites to access 1.4%
to a bonus

Addressing the political class 50.4%

Table 3: Topics in MoNICA.

are heavily skewed toward negative attitudes. For
sentiment, 78% of the posts are negative, whereas
62% show anger. Table 3 shows the topics found
by annotators. Half of the posts are directed to-
ward politicians. Surprisingly, only 10% of posts
are about asking for information about a bonus,
suggesting that people might have used different
channels.

These findings, taken together, convey a critical
message: The majority of social media com-
ments about financial aid in Italy in 2021 are
from unhappy people. Such users posted on X
with a negative sentiment, showing anger, sadness,
disgust, or fear eight times out of 10. Some of our
fine-grained annotations disclose some potential
reasons: 8.6% of posts mention struggling to ob-
tain a bonus, 1.4% not having the requisites, and
1.3% do not benefit from the bonus or did not get it
at all.

3. Experiments

We are particularly interested in verifying whether
state-of-the-art NLP tools can help us model and
detect the users’ opinions automatically. If models
succeed at this task, they will serve as a digital
barometer for monitoring issues and pitfalls of state-
enacted financial aids.

Tasks. We designed four text classification tasks
to train a model for automatic (1) Subjectivity, (2)
Sentiment, (3) Emotion, and (4) Topic detection. (1)
is a binary classification task; (2), (3), and (4) are
three-, six-, and nine-way multi-class classification
tasks.

All tasks use only text to infer one of the at-
tributes. Following standard preprocessing steps,
we converted all posts to lowercase and removed
special characters and stopwords. We replaced
URLs and user handles with special tags. Finally,
we stemmed and lemmatized every word and ex-
tracted each post’s sentence embedding (Reimers

Model Subj. Sent. Em. Top. | Avg.

LR 96.9 823 67.7 529 | 74.95
DT 96.8 81.1 68.3 51.4 | 74.40
RF 96.9 82.1 68.0 46.6 | 73.40
MLP 96.0 77.7 594 509 | 71.00
uB 97.5 845 68.2 629 | 78.28
F-1 - 78.8 634 - 71.10

Table 4: Micro F1 of Logistic Regression (LR), De-
cision Tree (DT), Random Forest (RF), Multilayer
Perceptron (MLP), UmBERTo (UB) and FEEL-IT (F-
1) on Subjectivity (Subj.), Sentiment (Sent.), Emo-
tions (Em.) and Topic (Top.). Best model per task
in bold.

and Gurevych, 2019).10

Models. We used three machine-learning mod-
els and two transformer-based models. We trained
Logistic Regression, Decision Tree, Random For-
est, and Multi-Layer Perceptron on sentence em-
bedding representations and UmBERTo (Breiman,
2001), a BERT-like model pre-trained on ltalian
texts, and FEEL-IT (Bianchi et al., 2021), a fine-
tuned model for emotion and sentiment detection
in ltalian.

Metrics. We conducted a moderate manual hy-
perparameter search of each machine-learning
model parameter set. We evaluate all models and
tasks using Micro F1 computed with 5-fold Cross-
Validation. We will report additional details in the
supplementary material.

4. Results

Table 4 reports classification performance for every
model-task pair in our setup. Our experiments re-
vealed a variety of performance outcomes across
tasks.

We observed higher scores on the subjectivity
detection task, probably due to the easier binary
setup. Topic detection resulted in the most chal-
lenging task. Other than a higher number of unique
topics, text content among topics might overlap
(e.g., users who complain about struggling to get
a bonus might use similar language to those who
cannot see benefits from it).

UmBERTo achieved reasonably good perfor-
mance, being the highest performing model on
three out of four tasks (avg. Macro F1: 78.3). In-
terestingly, simpler strategies such as sentence
embeddings and logistic regression show reliable
performance (avg: 74.95). These statistics are

https://huggingface.co/
sentence-transformers/all-mpnet-base-v2
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e bonus vacanze per tutti ! ! !
LIME 0.10 0.08 0.06 -0.26  -0.10 -0.15 0.07 0.10 0.08
Human O 0 1 1 1 1 0 0 0

Table 5: Explanation of Sentiment: Negative. Gold label: Neutral. UmBERTo. Token attributions that
are darker red (blue) show higher (lower) contribution to the prediction. Eng: “... and holiday bonus for

everyone it is!!!”.

encouraging and prove that simple models and
modern large-scale models, pretrained on the
target language — ltalian, here — can reasonably
serve as automatic detection tools for subjectiv-
ity, sentiment, emotion, and topic of the public
attitude.

5. Explainability Experiments

Interpretability research in NLP has developed
methods and tools to help explain the rationale
behind a model prediction. These tools are benefi-
cial to assess and debug models, e.g., by checking
whether a model “is right for the right reason” or
what could have led to a mistake (Danilevsky et al.,
2020).

We conducted an additional interpretability anal-
ysis on UmBERTo, the best-performing model
across our detection tasks (see §4). In this study,
we are particularly interested in verifying whether
the explanations capture the model’s decision pro-
cess and if that aligns with those highlighted by
humans. Transparency on model internals and hu-
man alignment promote accountability and trust.!!

Setup. We use four common post-hoc token-
level attribution methods (Madsen et al., 2022),
i.e., LIME (Ribeiro et al., 2016), SHAP (Lundberg
and Lee, 2017), Integrated Gradient (Sundararajan
et al., 2017), and Gradient (Simonyan et al., 2013)
across different configurations. Given a model and
a model prediction (e.g., Sentiment: “Negative”),
each method assigns an importance score to each
input token for that prediction. Table 5 (first row)
reports an explanation example.

We use faithfulness and plausibility (Jacovi and
Goldberg, 2020) to evaluate explanations. Roughly,
faithfulness evaluates how accurately the explana-
tion reflects the inner workings of the model. Plau-
sibility, on the other hand, assesses how well the
explanations align with human reasoning. We use
the human rationales provided by the three annota-
tors during the annotation phase. Table 5 (second
row) reports a rationale example. We use three
faithfulness (Comprehensiveness, Sufficiency, and
Correlation with leave-out-out) and plausibility (To-
ken IOU, Token F1, AUPRC) metrics as described

"EU guidelines: https://bit.ly/eu-ai-guide.

in DeYoung et al. (2019, ERASER) and leverage
ferret (Attanasio et al., 2023) for explanation gener-
ation and evaluation.

We trained an UmBERTo model on the sentiment
classification task'? and explained the most likely
class label for each test instance.

Results. On average, explanations produced by
LIME strike the best balance between faithfulness
and plausibility. SHAP lags slightly behind. No
gradient method is consistent across all faithfulness
metrics, but they all are in terms of plausibility. We
will report full implementation details and results in
supplementary materials.

In summary, explanation quality varies substan-
tially across methods. We recommend using
LIME to explain UmBERTo-based sentiment
classifiers on MoNICA to have faithful and plau-
sible explanations. The method consistently pro-
duces faithful explanations that align well with hu-
man judgment for sentiment detection.

6. Conclusion

We documented the collection and release of MoON-
ICA, the first large-scale dataset for monitoring the
coverage, attitudes, and accessibility of financial
aid enacted by the ltalian government during the
COVID-19 pandemic. It counts 10,000 annotated
posts for subjectivity, sentiment, emotion, topic, and
additional contextual information. We conducted
a first analysis and discovered that (1) most posts
have a negative tone and (2) NLP and machine
learning models can help detect it. Finally, we con-
ducted a preliminary explainability study to under-
stand how models predict sentiment from text. We
found that explanation quality varies across meth-
ods and recommended LIME as a sensible starting
choice.

Our dataset and study fill a critical research
gap by examining Italian public sentiment towards
COVID-19 measures. Future research will build
on this groundwork to build more effective opinion
monitoring and mining tools and ultimately inform
prompt and targeted policy decisions.

2We used a single 80/10/10 training/validation/test
split stratifying on sentiment.
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